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ABSTRACT

Context: Dynamic Software Product Line (DSPL) is a set of soft-
ware products capable of self-adapt and configure in run-time. DSPL
products have common features (commonalities) and varying fea-
tures (managed in run-time according to context changes). Objec-
tive: DSPL requirements engineering is challenging. Requirements
engineers have to carefully plan self-adaptation while eliciting,
modeling, and managing variability requirements. This paper intro-
duces a method for DSPL requirements engineering. Method: We
relied on empirically-derived activities of DSPL requirements engi-
neering to build our method. We selected techniques and templates
used in other domains such as SPL for refinement and incorporation
into the method. We asked DSPL experts via a survey on the method
applicability. Result: We introduced the Requirements Engineering
Method for DSPL (REM4DSPL). Elicitation is guided by supervised
discussions. Modeling relies on feature models. Variability Manage-
ment is tool-assisted and validated via feature model inspection.
DSPL experts agreed on the method applicability and suggested im-
provements. Conclusion: REM4DSPL relies on empirically-derived
activities, techniques that have been successfully used by previous
work, and templates adapted to the DSPL context. We expect our
method to guide requirements engineers in practice.

CCS CONCEPTS

« Computer systems organization — Reconfigurable com-
puting; « Software and its engineering — Software product
lines; Requirements analysis.

KEYWORDS

Dynamic Software Product Lines, Requirements Engineering

ACM Reference Format:

Amanda Sousa, Anderson Uchda, Eduardo Fernandes, Carla I. M. Bezerra,
José Maria Monteiro, and Rossana M. C. Andrade. 2019. REM4DSPL: A
Requirements Engineering Method for Dynamic Software Product Lines.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

SBQS’19, October 28-November 1, 2019, Fortaleza, Brazil

© 2019 Association for Computing Machinery.

ACM ISBN 978-1-4503-7282-4/19/10...$15.00
https://doi.org/10.1145/3364641.3364656

Anderson Uchoda
PUC-Rio, Rio de Janeiro, Brazil
auchoa@inf.puc-rio.br

José Maria Monteiro
UFC, Cear4, Brazil
monteiro@dc.ufc.br

Eduardo Fernandes
PUC-Rio, Rio de Janeiro, Brazil
emfernandes@inf.puc-rio.br

Rossana M. C. Andrade
UFC, Ceara, Brazil
rossana@ufc.br

In XVIII Brazilian Symposium on Software Quality (SBQS’19), October 28-
November 1, 2019, Fortaleza, Brazil. ACM, New York, NY, USA, 10 pages.
https://doi.org/10.1145/3364641.3364656

1 INTRODUCTION

Software Product Line (SPL) is a family of software products that
target a common market segment or mission [12]. SPL products
share a common set of features, i.e., commonalities, and a set of vary-
ing features, i.e., variabilities [2] [18]. The SPL design ultimately
targets a massive software reuse [31]. There is an underlying set
of software requirements that characterize an SPL domain [12].
Requirements engineers have to carefully elicit, model, and man-
age SPL requirements because they summarize the needs of many
types of users at once [19]. Thus, the SPL requirements engineering
is far from being trivial. Various techniques have been proposed
to support the key SPL requirements engineering tasks [17] [45].
Additionally, systematic methods have been proposed to support
SPL requirements engineering so far [8] [28].

Context-sensitive computing systems have recently emerged
as systems able to self-adapt according to context changes in run-
time [40]. Context regards the environment in which the system
runs [30] [40]. Aimed at the massive reuse of these systems, we have
the Dynamic Software Product Line (DSPL) [21]. DSPL extends the
SPL design with context-sensitiveness so that DSPL products self-
adapt and configure in run-time [5]. New requirements engineering
challenges emerged since then [2] [7] [12] [35]. On the one hand,
traditional SPL requirements vary among products whenever vari-
abilities are concerned, but these variabilities are managed at the
domain engineering by specialists [8] [20]. Any requested changes
are incrementally discussed and implanted after discussions and
implementation. On the other hand, DSPL requirements have to
be carefully conceived with context variations in mind [5]. Once
context variations occur in run-time, specialists have to predict and
carefully design as many variations as possible [19].

We advocate that DSPL requirements engineering may only
be possible through massive discussions, supervised brainstorm-
ing, and systematic documentation. Unfortunately, the literature
that aimed to support these activities has fallen short in many
ways. Ultimately, previous studies do not systematically support
the particularities of requirements engineering at the three most
important activities: eliciting requirements, modeling requirements,
and managing variabilities. Aimed to fill this literature gap, this
paper introduces REM4DSPL: a Requirements Engineering Method
for managing variabilities in DSPL. We relied on existing tech-
niques employed for context-sensitive systems and SPL in general.
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Whenever possible, we tried to incorporate the use of well-known
requirements-related techniques (use case documentation, etc.), so
that DSPL engineers feel familiar with the method to some extent.

The current knowledge about the activities required to elicit,
model, and manage variability requirements in DSPL is quite scat-
tered in the literature [13]. Such scattering helps little in guiding
domain engineers to perform certain activities that are a key to
reason about variability requirements in DSPL. Aimed at address-
ing this gap, we previously performed a literature review [13] that
summarized those key activities for performing requirements en-
gineering in DSPL. In this work, we rely on the outcomes of this
literature review, not just in terms of activities, but also in terms of
supporting tools and techniques for each activity. This paper moves
forward by systematically guiding domain engineers through the
Requirements Engineering Method for DSPL (REM4DSPL). Our
method is constituted of three major phases. 1) Requirements Elic-
itation: via supervised discussions, both domain engineers and
stakeholders discuss the DSPL requirements and their possible
variations in run-time. The discussion outcomes are documented
with the support of the Context Aware Software Product Line Use
Case (CAPLUC) template [16]. 2) Requirements Modeling: with
the literature support, engineers specify requirements and features.
3) Variability Management: engineers manage variability require-
ments with tool support [36] [37] and an adapted version of the
FMCheck inspection technique for feature models [14].

We performed a preliminary evaluation of REM4DSPL with two
DSPL experts aimed at qualitatively capturing their perception
of the method’s applicability in real settings. Our preliminary re-
sults point out a promising way to support DSPL engineers plus
some refinements to be applied and re-evaluated in future work.
In summary, we expect REM4DSPL can help DSPL requirements
engineering by combining empirically-derived activities and well-
known support techniques extracted from other software domains.
Section 2 provides background information, aimed at support-
ing the proper understanding of our work, and discusses related
work. Section 3 describes the process we employed for building the
REM4DSPL. Section 4 introduces our method. Section 5 presents a
preliminary evaluation of the proposed method. Section 6 discusses
some threats to the study validity [43]. Finally, Section 7 concludes
the paper and suggests future work.

2 BACKGROUND AND RELATED WORK

Section 2.1 discusses the major challenges of requirements engi-
neering for Dynamic Software Product Line (DSPL). Section 2.2
discusses previous studies aimed at supporting DSPL requirements
engineering to some extent.

2.1 DSPL Requirements Engineering

There is an increasing demand for software systems capable to
adapt their features according to user needs and resources con-
straints [32]. Many application domains demand capabilities for
flexible adaptation and post-deployment reconfiguration. Dynamic
Software Product Line (DSPL) [21] addresses this demand by ex-
tending the traditional Software Product Line (SPL) with product
self-adaptation and configuration in run-time [5]. The products of
a DSPL are context-sensitive computing systems; thus, they can
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self-adapt according to context changes. Similarly to SPL, DSPL
products share a common set of features that satisfies the specific
needs of a particular market segment or mission [12].

Requirements engineering is the process of defining the soft-
ware requirements that meet the needs of system users and stake-
holders [25]. As for any other software system, requirements engi-
neering is fundamental for DSPL development [5] [9] [21]. In the
particular case of DSPL, requirements engineering occurs at the
domain engineering through two activities: Domain Analysis and
Context Analysis. Domain Analysis aims to define and specify the
needs and details of the domain that a DSPL must support. Context
Analysis aims to capture the contexts that a DSPL must support,
thereby identifying the context information required to self-adapt
and re-configure products in run-time [9].

New requirements engineering challenges for DSPL engineering
have emerged when compared to SPL [2] [7] [12] [35]. On the one
hand, traditional SPL requirements vary among products whenever
variabilities are concerned, but these variabilities are managed at the
domain engineering by specialists [8] [20]. Any requested changes
are incrementally discussed and implanted after discussions and
implementation. On the other hand, DSPL requirements have to
be carefully conceived with context variations in mind [5]. Once
context variations occur in run-time, specialists have to predict and
carefully design as many variations as possible [19]. Unfortunately,
the current support to DSPL requirements engineering is quite
scattered in the literature [13]. Especially, there is a lack of system-
atically methods for performing three activities that are key to the
DSPL requirements engineering: eliciting requirements, modeling
requirements, and managing variabilities. We aim to address this
literature gap through our current work.

2.2 Current Support and Limitations

We have found a few studies aimed at supporting the SPL require-
ments engineering [1] [28]. The first study [1] proposed a scenario-
based method to elicit requirements for ubiquitous computing sys-
tems. Ubiquitous systems are typically integrated within the envi-
ronment and people’s daily routine; thus, these systems constantly
capture context information to operate properly [1] [22] [24]. The
authors decided to shorten the scope and focus on eliciting func-
tional requirements only, i.e., the system’s perceivable functionali-
ties [10] [29]. The proposed method has three major activities. 1)
Scenario Description aimed at describing the possible scenarios in
a plain text. 2) Scenario Analysis aimed at analyzing each scenario
according to settings (context of the environment), agents or actors,
and sequences of actions, events, and goals. 3) Scenario Model-
ing with the support of the Business Process Model and Notation
(BPMN) [42]. Besides the limited scope (functional requirements
only), this work provides insufficient support to DSPL requirements
engineering due to the lack of guidance to identify and model con-
text feature and dynamic processes.

The second study [28] proposed a whole method for SPL require-
ments engineering called RiPLE-RE. Differently, from the previous
study, the authors proposed a more comprehensive step-by-step
constituted of three major activities. 1) Model Scope aimed at mod-
eling the SPL scope in terms of requirements, features, and consis-
tency. 2) Define Requirements aimed at eliciting, describing and
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verifying the consistency of requirements. 3) Define Use Cases
aimed at eliciting, describing and verifying the consistency of use
cases. Unfortunately, this method is quite limited when it comes to
reasoning about self-adaptation, especially in DSPL.

We recently have performed a literature review [13] aimed to
summarize the current support to DSPL requirements engineering.
We then characterized some activities that are key to guide domain
engineers along with DSPL requirements elicitation, modeling, and
variability management. Unfortunately, we observed the lack of
systematic methods that are sufficiently comprehensive to support
those activities in practical settings. Thus, we used the aforemen-
tioned studies [1] [28] as a basis for characterizing and addressing
limitations towards the creation of REM4DSPL.

3 STUDY SETTINGS

This section describes our study design aimed at building and eval-
uating the REM4DSPL method. Section 3.1 illustrates the steps we
followed for building the method. Sections 3.2 and 3.3 summarize
the techniques and templates incorporated into the method for
supporting specific DSPL requirements engineering activities.

3.1 Steps to Build the Method

Figure 1 presents the five steps designed to build and evaluate the
Requirements Engineering Method for DSPL (REM4DSPL). The
continuous arrows indicate the relationships between activities.
Dashed arrows indicate the relationships between an artifact and

activity. We explain below each step.
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Figure 1: Steps performed to build and evaluate REM4DSPL

Step 1: Define phases and activities. In our previous work [13],
we have conducted a systematic literature review in order to inves-
tigate how requirements engineering and variability management
has been performed in DSPL domain engineering. We have found
a total of 37 research papers published from 2008 to 2015. We have
extracted from each paper: the activities either recommended or
performed by the researchers, besides the artifacts and tools used to
support each activity. As a result, we empirically derived a catalog
of DSPL requirements engineering activities that served as a basic
to the definition of activities and phases covered by REM4DSPL.
We have grouped these activities in three phases: Requirements
Elicitation, Requirement Modeling, and Variability Management. We
describe each phase and activity in Step 4.

Step 2: Identify support techniques. Although we already
performed a systematic literature review [13], we did not find at
that time requirements engineering techniques specifically shaped
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for DSPL. Once we were aware of the proposal of new techniques
after the literature review’s publication date, we performed an ad
hoc selection of papers to find techniques for incorporation into
REM4DSPL. Our goal was identifying requirements engineering
techniques either proposed or used by previous studies in three
different but related domains: context-sensitive systems (CSS), SPL,
and DSPL. We have found the 13 papers listed in Table 1. We listed
techniques aimed at supporting requirements elicitation (third col-
umn) and modeling (fourth column). The table data helped us to
decide which techniques to incorporate into REM4DSPL.

Table 1: Requirements engineering techniques by paper

Support Technique

Paper  Domain o Elicitation R

[1] Scenario-based BPMN

3] 5W1H, Group Storytelling BPMN, BVCCoN

[22] metamodel-based n/a

[24] css n/a Context Model

[30] Scenario-based Context Model Based on Ontology

[39] 5W1H n/a

[40] Goal Model Goal Model

[14] n/a Feature Model, FMCheck

[17] SPL Existing Assets Use Cases

[28] Interview, Brainstorming Feature Model

[13] n/a Feature Model, Fama, MOSKitt4SPL, At-
las Model, BPMN, Familiar, FeatureIDE,
eMoflon, Odyssey, DOPLER, VariaMos

[36] DSPL ReMINDER Context Feature Model, Quality Feature
Model, DyMMer-NFP

[37] DyMMer-NFP Context Feature Model, Quality Feature

Model, NFR Catalog

n/a: ot applicable

We have found two studies [1] [30] that use scenario-based
techniques for eliciting requirements and context information for
context-sensitive systems. Once these studies relied on empirical
validation, we decided to incorporate the scenario-based technique
into our method. We also found that many studies (e.g, [36] [37])
rely on feature models for modeling requirements. Thus, we also
incorporated this technique into our method. We have found only
a few DSPL-specific techniques that we could immediately incorpo-
rate into the method, such as: the ReMINDER approach [36] aimed
to support the modeling of non-functional requirements (NFR); and
the DyMMer-NFP tool [37] aimed at providing a tooling support to
modeling NFR and context adaptation scenarios in DSPL feature
models. Section 3.2 details some key techniques.

Step 3: Define templates for the activities. Methods for sup-
porting requirements engineering of different domains typically
rely on templates that guide requirements documentation [25].
Aimed at defining templates that meet the needs of DSPL require-
ments engineering, we have looked for previous studies in three
domains: context-sensitive computing systems, ubiquitous systems,
and DSPL itself. We have selected the Context Aware Software
Product Line Use Case (CAPLUC) template [16] in order to system-
atically describe the scenarios elicited by requirements engineers.
CAPLUC is designed for context-sensitive systems, which makes
it easy to describe contexts in which a DSPL operates. We also
selected the Traceability Matrix template [11] to support the trace-
ability of software requirements and features for different contexts.
The Traceability Matrix assists the domain engineer in maintaining
traceability of both software requirements and the context features.
We present details about some key templates in Section 3.3.

Step 4: Build the method. Aimed to build our method, we first
discussed its high-level phases. Based on our previous literature
review [13] and our experience with DSPL engineering, we agreed
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that the three phases retrieved from the literature review [13]
(Requirements Elicitation, Requirement Modeling, and Variability
Management) would suffice to guide the DSPL requirements en-
gineering. For each phase, we reasoned about the work products
derived from the activities by phase. Finally, we established both
activity sequences and inter-dependencies. We relied on BPMN for
illustrating the overall REM4DSPL sequence of activities (details
in Section 4). REM4DSPL was shaped for constructing a DSPL in a
proactive fashion: domain engineers address the DSPL stakeholders’
needs from scratch. We explain below each phase.

o Phase 1: Requirements Elicitation. This phase consists
of systematically identifying the initial DSPL requirements
via supervised discussions (with the participation of a media-
tor) and the documentation of possible adaptation scenarios
based on context changes. A scenarios document based in
the CAPLUC template is the phase’s output. This document
enables the definition of functionalities, variabilities, and the
context adaptation of the product line.

e Phase 2: Requirements Modeling. This phase consists of
modeling the DSPL requirements elicited in Phase 1 based
on the DSPL particularities, such as the context classifica-
tion and the adaptation scenarios. Requirements modeling
includes: the requirement classification priority (essential,
important or desirable); the feature classification by category,
variability, and optionality; and the adaptation modeling by
the user, computational, and physical environment contexts.
A requirement specification document is the phase’s output.

e Phase 3: Variability Management. This phase consists of
tracking requirements and features specified in Phase 2. After
that, the features that represent the DSPL domain are sys-
tematically represented in the form of a feature model [23].
Feature models provide a general view of mandatory, op-
tional, and alternative features that may compose a DSPL
product. Finally, the feature model is verified by means of
defects affecting the features and their relationships.

Step 5: Evaluate method applicability. As a preliminary eval-
uation of REM4DSPL, we have performed a preliminary observa-
tional study with DSPL experts. We aimed to obtain the first evi-
dence on the method’s applicability from an expert viewpoint. We
introduce the evaluation design and results in Section 5.

3.2 Supporting Techniques

Technique 1: Capturing variability in business process mod-
els with Provop. Business Process Modeling (BPM) is the activity
of representing the underlying operational process of an organiza-
tion [4]. This activity has been largely employed for the organiza-
tion of different natures, including software development organiza-
tions. BPM provides a general view of organization actors, activities,
and their relationships [4]. In software development, BPM is typi-
cally employed to represent the candidate system users and how
they interact with a software system [4]. Thus, BPM can be used to
represent use cases. REM4DSPL adopts the Provop approach [20]
for modeling use cases. Provop is particularly interesting for the
DSPL domain because it allows capturing and managing variabil-
ities in a single business process model. Figure 2 illustrates the
Provop notation, which represents the general activity flow (with
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activities, connectors, and adjust points) and discriminates alterna-
tive flows. With Provop, varying processes can be derived from an
existing process through trivial operations, such as addition and
deletion (see the bottom corner of the figure).

Endof

adjustment
point @

Start of
adjustment
point P

Activity —> °

Activity Activity

} activity 4
Activity

Start of End of Attribute = value

adjustment adjustment @ AND connector

point X point Y. @Mnd-w

<Joeite ) vaseine
point
Context Rule
- Start of adjustment point |End of adjustment point N
£ S INSERT  Start End | Start P
S DELETE X % 4
2 8 Activity End
2 ¢ ¢ EmO o
CONTEXT RULE CONTEXT RULE

Figure 2: Example that illustrates the Provop notation

Technique 2: Classifying features with Odyssey-FEX. Be-
fore performing the feature modeling tasks, we recommend the fea-
ture classification with the support of Odyssey-FEX [15]. Odyssey-
FEX is a meta-model that represents features in three dimensions.
1) Category regards the type of feature to be modeled. Features
have originally four categories: entity, domain, technological, and
implementation feature [26]. Aimed at providing DSPL-oriented
support, we added the context feature category. Once we are con-
cerned about modeling rather than implementation, we did not
consider implementation features in our work. 2) Variability re-
gards the variability degree of a feature (invariant or variant). 3)
Optionality regards the optionality degree of a feature (mandatory
or optional). Table 2 summarize the feature classification standard
that we adopted through Odyssey-FEX by dimension.

Table 2: Categories of feature classification

Classification by Category

Entity Feature: Entity Features represent the actors of the model. They are real-world entities
that act on the domain. Entity features relate to features of operating environment features
and domain features

Domain Features: These features are intrinsically linked to the essence of the domain. They are
responsible for representing functionalities and concepts of the model and can be mapped to
use cases

Conceptual Features: They are features that represent a concept of the domain

Functional Features: They are features that represent the functionalities of the domain
Technological Features: It is an abstract category that groups features that complement the
conceptual layer. These features should not be related to conceptual features

Operating Environment Features: They are features that represent an environment that a do-
main application can operate or use

Context Features: Features used to detect and manage context conditions, therefore represent
characteristics that change the behavior of the model according to the input of a given context
Classification by Variability

Invariant: Fixed or static elements, which are not configurable to the domain

Variant: It is an element fatally linked to a variation point and acts as an alternative to setting
to that variation point

Variation Point: It is a feature that reflects the definition of the necessary parameters in the
domain in an abstract way. It is configurable through variants

Classification by Optionality

Mandatory: Feature that is present in all derivations of domain configuration changes
Optional: Feature that is not present in all derivations of domain configuration changes
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Technique 3: Classifying contexts. Context modeling is im-
portant for summarizing and estimating all contexts that a DSPL
should address. A key to the success of context modeling is clas-
sifying context by means of the context information that helps in
describing the context. This work reuses the context categories
defined by a previous work [22]. Use Contexts typically includes
user preferences, agenda, and profile. Computing Contexts regard
information of the computing environment in which the system
will operate, which includes battery autonomy, and available stor-
age, for instance. Physical Environment Contexts are usually related
to the current time, weather, location, and so forth.

Technique 4: Feature modeling with DyMMer-NFP. We se-
lected the DyMMer-NFP tool [37] to support the DSPL feature mod-
eling with NFR. The tool allows to create, visualize, and analyze an
SPL and DSPL feature model. Many customization operations are
allowed, such as: adding and deleting features; adding and deleting
constraints between functional requirements (FR) and NFR; and
modeling multiples context adaptation scenarios. We have used
this tool for building the DSPL feature model, specify the context
features and the context adaptation scenarios.

Technique 5: Inspecting feature models with FMCheck. To
define a feature model that captures all components of a DSPL is
fundamental. However, without the proper validation, feature mod-
els may incorrectly represent the DSPL domain and, consequently,
lead to a poor DSPL product configuration. Aimed at validating
DSPL feature models, we have employed FMCheck [14]. FMCheck
is a checklist for assuring the model consistency (i.e., at least one
DSPL product configuration is valid) and correctness (i.e., there are
no dead features) [6]. FMCheck has three parts. Individual Verifi-
cation of Features checks if feature descriptions are clear, correct,
and objective; it also validates if the feature actually belongs to
the modeled domain. Verification of Relationships between Features
checks if the feature inter-relations are well represented according
to the modeled domain. Verification of Composition Rules checks if
the feature composition rules are clear, correct, complete, consis-
tent, and relevant to the domain. FMCheck has been shown more
effective than ad hoc inspections [34].

3.3 Supporting Templates

Template 1: Documenting scenarios with the CAPLUC tem-
plate. The scenario document is the output artifact of the require-
ments elicitation phase. It contains scenarios described in tabular
form and based on the CAPLUC template [16]. The construction
of this document occurs through the detection of correspondences
between elements of scenarios narrated by the stakeholders with
the elements provided by the CAPLUC template. We have adopted
this template because it has a format oriented to context-sensitive
systems, which is quite appropriate for DSPL. Figure 3 illustrates a
use case modeled from the CAPLUC template. This use case is from
the Mobiline SPL [27] aimed to develop guides for context-sensitive
mobile tours. The use case comprises a variation point (Capture)
with three variants (Sensor, Memory, and External Service). The
steps concerning this variation point have the same index because
they are alternative to each other; “*” indicates a context constraint
(Internet Connection). The illustrated use case says that Sensor,
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Memory and External Service can capture context, but choosing
the latter requires internet connection.

Element Description

Name Context Capture

Reuse Category Mandatory

Context Constrain

Summary Capture context information

Actors Context Manager

Precondition User must be logged

Postcondition Context information was acquired

Step User System
System require to Context
1 - Manager some context

information
[Capture] 2 - Sensor returns the context
Alt [Sensor] information
[Capture] 2 The Memory returns the context
Alt [Memory] information
[Capture] 2% External Service returns the
Alt [External Service] context information

Alternative Flows

(Constrain) (Steps)

Summary of Alternative Variations

[Sensor]
(Context Constrain: null) Step 2

[Capture]: "What is the [Memory]

. B Step 2
mechanism to get context (Context Constrain: null) P
; "
information?’ |External Service|
(Context Constrain: Internet Step 2

Connection)

Summary of Optional Variations

Figure 3: Example of use case written with CAPLUC [16]

Template 2: Modeling contexts with a Provop-adapted tem-
plate. Context modeling is fundamental to define the DSPL adap-
tation scenarios. This template guides the DSPL feature modeling
and the use case processes, which represent the DSPL adaptation
alternatives. Table 3 exemplifies the context model template used
by this work, which is quite similar to the one employed by Provop.
We applied three refinements here: replace variable name with con-
text name; value intervals are represented by context qualification;
and add the context quantification attribute. Context qualification
determines variation intervals of the context (e.g., high, medium,
or low battery). Context quantification determines thresholds [38]
by interval (e.g., low < 15%). As stated in Section 3.2, we adopted a
previous work’s context classification [22].

Table 3: Context model sample

Context Context Type  Qualification  Quantification
High > 75%
Battery Computational ~ Medium > 15% AND > 75%
Low < 15%
. . Available True
Bluetooth connection ~ Computational Unavailable False

4 REM4DSPL AT A GLANCE

Figure 7 introduces the Requirements Engineering Method for DSPL
(REM4DSPL). We describe each method phase as follows. Section 4.1
discusses the first phase aimed to elicit DSPL requirements. Sec-
tion 4.2 discusses the second phase in which domain engineers
perform the requirements modeling. Finally, Section 4.3 discusses
the third and last phase aimed to manage variability.
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4.1 Phase 1: Requirements Elicitation

Figure 5 overviews the requirements elicitation phase, including the
roles, activities, and their relationships. This phase has three roles
involved: domain engineer, stakeholders, and redactor. Phase 1 aims
to elicit both functional and non-functional system requirements,
but also to identify contexts, features, and context features (i.e.,
dynamic properties that are specific for DSPL).

Scenario

: document
Develop the

O—)[Stan sasslun]—) —)[Mnderate session scenarios .
X document

Narrate situations
of user-system
interactions

Domain engineer

Requirements Elicitation
Stakeholders

Wirite all narrated
situations

stakeholder narrations

Redactor

Figure 5: Phase 1 - Requirements Elicitation

As discussed in Section 3.1, we rely on the scenario-based tech-
nique because it contributes to the understanding of the domain,
analysis of the stakeholders, and requirements elicitation [45]. Dis-
cussing scenarios also enables the identification of features, since a
feature can be represented as an abstraction of a requirement. By
discovering the features present in the scenarios, possible points
of variation and their variants are also discovered. Let us take a
feature called connection as a example; this feature can be variation
point whose variants are wi-fi and Bluetooth connection. Contexts
can be identified or mapped through either context constraints or
preconditions. In fact, a context is defined by capture knowledge;
this knowledge can either restrict or trigger system behaviors along
with the system use [44]. Complementary to scenarios, we recom-
mend group narrative techniques [3] to detect as many scenarios
as contexts as possible. These techniques include workshop and
storytelling. Phase 1 has five activities described below.

e Start session occurs when the domain engineer starts the
identification of as many DSPL requirements as possible.
Once the domain engineer is typically a specialist in the
DSPL domain, he must be aware and prepared to discuss
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different use contexts of the future DSPL products. Thus, the
use of scenarios can be properly discussed and documented
with broad stakeholder participation.

e Moderate session is a fundamental task to the success of
the requirements elicitation phase. The domain engineer is
responsible for moderating the discussion sessions aimed
at ensuring that each participant cooperates with others
proportionally. We recommend the allocation of a moderator
capable to articulate ideas and keep people engaged.

e Narrate situations of user-system interactions occurs

when the stakeholders narrate candidate interaction between

the DSPL products and their respective users. This activity is
important to capture relevant information on the products’
expected behaviors, and to elicit major DSPL functionalities.

Write all narrated situations occurs when the redactors

take note of all narrated situations in a document.

Develop the scenarios document consists of analyzing

all notes made by the redactor in order to summarize them

in a well-formatted scenario document.

4.2 Phase 2: Requirements Modeling

Figure 6 overviews the requirements modeling phase. Phase 2 aims
to specify the requirements elicited in Phase 1. In this phase, the
requirements and features are organized to (1) assure a better un-
derstanding of the domain and (2) support the feature modeling.
Similar to the traditional software development, functional and
non-functional requirements will be documented. Additionally, this
phase includes the documentation of contexts and their proprieties,
as well as the modeling of business processes of the uses cases.

Scenarios
© document Identify and model business processes
Specify
requirements

Static use cases
business procss

! Speafied features .-
Specify Map requirements
features for features

(Non-functional) requirements .
Context
adaptations
inthe se-
case process Wodel adaptatiors

----- of business
. processes
Business
process .
adaptations

Figure 6: Phase 2 - Requirements Modeling
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Phase 2 strongly depends on the scenario document produced in
Phase 1. By analyzing the scenario document, it becomes possible to
identify and model the business processes and to specify DSPL fea-
tures. After the features are specified, they must be associated with
one or more requirements. Next, contexts must be identified and
specified in a context model. From this context model, the context
features are specified to enable the identification of variation points
that guide the DSPL self-adaptation. Finally, adjustments in the
business process of use cases must be modeled. The output of this
phase is the document of requirement specification and features.
We describe below each of the eight activities of Phase 2.
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Specify requirements consists of specifying the DSPL re-
quirements and features. Requirements are documented,
mapped to uses cases, and their priority is defined. The re-
quirements specification is performed similarly to traditional
software development. Thus, each requirement is defined
with an identifier and associated with one or more use cases.
NFRs are also specified, and their priorities are specified ac-
cordingly. Priority can be categorized, in decreasing order,
as: essential, important, and desirable.

Identify and model business process aims to identify use
case elements, including triggers that create business logic
automatically. After that, the identified elements are mod-
eled into use case processes. These processes guide domain
engineers in understanding the system dynamic behavior
according to the user interactions. Use case modeling occurs
by interrelating use case elements. We convert actions into
tasks; triggers become events that may change the process
flow. Preconditions determine the system behavior in a par-
ticular situation; thus, preconditions provide hints of process
contexts. The context constraint element of CAPLUC [16]
captures the necessary use case adaptations.

Specify features requires classifying each elicited feature,
besides associating features to requirements and defining
their priority. The feature is defined as a fundamental, and
typically perceivable by stakeholders, characteristics of a
product line [26]. We propose specifying features with the
Odyssey-FEX meta-model [15]. Each feature is classified by
category, variability, and optionality (details in Section 3.2).
Map requirements to features means associating DSPL
features to requirements, plus defining the feature prior-
ity. The feature-requirement association aims at supporting
the variability management: establishing these associations
helps in tracking features. This activity is supported by a
heuristic that maps variability into domain artifacts of lower
level abstraction levels [8].

Identify and specify context means estimating the pos-
sible contexts that encompass a DSPL and modeling these
contexts in a comprehensive manner. The output is a context
model that should carefully address the domain engineer
estimations and the contexts elicited with the support of
stakeholders. Context models are responsible for qualifying,
quantifying, and classifying each context. Context models
are very helpful in specifying and documenting context fea-
tures. We adapted a template originally provided by Provop
to support the context modeling (details in Section 3.2).
Identify and specify context features has to major goals.
The first goal is identifying the so-called context features, i.e.,
those features that should be managed in run-time according
to the context. The second goal is specifying each context
feature. Context features have to be clearly associated with
one or more contexts. Thus, it is possible to describe whether
and when a feature will be (de)activated for a given context.
From the context feature specification, we have the context
rules that drive the DSPL self-adaptation.

Identify context adaptation consists of identifying, in the
elicited DSPL adaptation scenarios: (1) the DSPL require-
ments that have variations and (2) which are the variants by
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requirement. Dynamic adaptation scenarios typically have
trigger (i.e., events) and contexts that change the main flow
of a use case business process. Thus, it is fundamental to
carefully characterize as many variations as possible.

e Model context adaptations of business process consists

of building a model that represents all context adaptations.
This model is responsible for indicating which features be-
long to each adaptation scenario. This model has a scenario
identifier, the specified contexts, and the qualification values
by context. After building the model, it is necessary to specify
each context feature. The relationships between features and
context are defined. Thus, it becomes clear which features
should be (de)activated given a context; this information
derives helps to derive the context rules.

Phase 3: Variability Management

Figure 7 overviews the variability management phase. This phase
has three major goals. The first goal is building a feature model
that summarizes all the DSPL features that should be implemented.

The

second goal is performing the tracking of variability require-

ments and features. The third goal is inspecting the feature model.
The entire phase has four activities in total, which are distributed
according to the three goals as discussed below.

Variability management

Representation

Specification
D document D D erer
1 Development of the : : Verification :
: feature model : : :

report
Features
matrix

Requirements and
features trackina

Feature model

Incansistencies Type of

. i inthe model - error
verification Yes verificition
No Specification
error

Figure 7: Phase 3 - Variability Management

e Development of the feature model means organization
in a model that represents all possible product-line configura-
tions [23] [26]. Feature models usually have four layers [26]:
Capability Layer represents general services, operations, and
non-functional aspects of products; Operating Environment
Layer regards the internal functions of products required
to provide services; Domain Technology Layer represent the
domain-specific techniques employed to implement services
and operations; and Implementation Technique Layer covers
generic implementation techniques for services, operations,
and domain functions. This activity is supported by DyMMer-
NFP [37], ultimately performed by the domain engineer.

¢ Requirements and features tracking. Traceability is re-
lated to the capability to clearly understand the interrela-
tions of entities [41]. Project management has been taking
advantage of traceability for understanding, explaining, and
evolving processes of different natures. Our work explores
traceability management as a means to understand the rela-
tionship between DSPL requirements and features. For this
purpose, we adapted the traceability matrix introduced by
a previous work [31]. The original traceability matrix deals
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with traditional SPL. Instead of marking as mandatory the
features that are included into all derived products, we mark
these features as either mandatory or context (i.e., the feature
inclusion depends on the context information).

e Feature model verification aims at identifying errors in
the feature model built during the previous activity. We
recommend the feature model inspection guided by FM-
Check [14]. This is a checklist-based approach that captures
different quality aspects of a feature model, such as correct-
ness and consistency (see Section 3.2). We adapted FMCheck
according to the feature classification used in Phase 2.

e Error type verification. We recommend errors in the fea-
ture model to be classified as follows: omission, incorrect
fact, inconsistency, ambiguity, and strange information. If
the feature model has no apparent errors, then the phase
is completed. Otherwise, in case of representation errors,
domain engineers go back to the first activity of Phase 3; in
case of specification errors, go back to Phase 2.

5 PRELIMINARY EVALUATION

Section 5.1 introduces the preliminary evaluation goal and partici-
pants. Section 5.2 presents the evaluation procedures. Section 5.3
discusses the obtained results.

5.1 Goal and Participants

We followed the Goal Question Metric template [43] to define our
evaluation goal as follows: analyze some basic activities defined in
REMA4DSPL; for the purpose of understanding the potential method
applicability; with respect to fundamental DSPL requirements en-
gineering activities (elicit requirements, document contexts, and
document use cases) as supported by the method; from the view-
point of two experts in DSPL domain engineering; in the context of
a small-sized context-sensitive system.

As a preliminary evaluation, we recruited participants (P1 and
P2) with a varied background. We asked them about self-assessed
skills in a five-point Likert scale: 1 (low), 2 (medium), 3 (good), 4
(high), and 5 (excellent). P1 reported: high skills in SPL, DSPL and
feature modeling; good skills in software modeling and dynamic
aspects modeling; and medium skills in BPMN. P2 reported: good
skills in SPL, DSPL, feature model, and software modeling; medium
skills in dynamic aspects modeling; and low skills in BPMN. P1
had between one and five years of experience with SPL and DSPL
engineering against less than one year for P2. Both participants:
applied a (D)SPL approach to developer product lines along with
their research; they had between one and five years of experience
with software modeling each; and they had less than one year of
experience with dynamic aspects modeling. In summary, we could
state that P1 is slightly more experienced than P2.

5.2 Procedures

We designed a controlled evaluation to be performed in a single
session and in a research laboratory environment. We did not re-
strict the total evaluation time, and participants took 3 hours and
18 minutes on average to complete all assigned tasks. We guided
the execution of tasks so that the participants could perform them
at the same time. We made available the evaluation artifacts (in
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Portuguese) in the paper’s companion website [33]. The controlled
evaluation followed three steps as follows:

e Preparation consisted of preparing the participants for the
evaluation. We first applied a Consent Form so that each par-
ticipant could allow us to collect data of study purposes only.
The participants filled out a Characterization Form aimed to
collect self-assessed skills with (D)SPL engineering and fea-
ture modeling. In the sequence, we trained the participants
about REM4DSPL (30 minutes were spent) and the evalua-
tion procedures (30 minutes spent). We spent ten minutes to
answer questions without compromising the evaluation.

¢ Execution consisted of performing the REM4DSPL evalua-
tion itself. We first distributed the Activity List that discrimi-
nated the four evaluation activities: 1) Identify use cases from
a given use scenario description defined by a researcher; 2)
Identify and model requirements, features, context adapta-
tions, and use cases process; 3) Manage variabilities in order
to build a feature model for a given domain; and 4) Track
requirements and features for different scenarios. After that,
we distributed the following support artifacts: 1) Use Case
Description; 2) Scenarios Document; 3) Specification Docu-
ment; and 4) Traceability Matrix Template.

e Conclusion consisted of completing the preliminary eval-
uation. We applied a Follow-up Form in which participants
could provide their feedback on the performed evaluation.

We present below the use case description.

Mary and John are a couple that travels to work a lot. Both do
some great meals whenever they are at home. Mary drinks milk every
morning, and John always cooks eggs. Aimed to keep products always
available and fresh, besides saving money by opening the fridge less
frequently, Mary convinced John to buy a smart fridge. Since then, the
newly acquired fridge notifies the couple in many ways (either wi-fi,
Bluetooth, or even the fridge’s LCD screen), about the status of previously
registered products. The LCD screen displays the products. The fridge
monitors products, via electronic tags, and informs whenever products
are close to the expiration date, based on the product bar codes. The
fridge also notifies if some a couple’s favorite product is missing, or
maximum and minimum product amounts are reached. Mary defined
that the fridge can have a minimum and maximum of seven and 50
units by product, respectively. Certain amounts of products stored make
the fridge to change its cooling and pressurizing settings. all changes
are notified to Mary and John. Changes may also reflect the number of
times the fridge’s door was opened in a given time interval.

5.3 Preliminary Results

We have investigated the participants’ perceptions of the method’s
applicability based on five questions. We introduces each question
and the observed results as follows.

Q1: What was the effort expended to identify use cases using the
template provided by the method? — In general, the effort spent to
identify use cases was low. The participants have identified four
different use cases. Three out of four identified use cases (75%)
were expected by considering our reference list of use cases. P2
mentioned that identifying use cases was helpful to elicit DSPL
requirements and candidate features. However, P2 also mentioned
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his lack of experience with defining some elements of the CAPLUC
template [16], e.g., reuse category. Such lack of experience partially
explains why participants spent a considerable time to identify use
cases. Additionally, we consider this feedback as an opportunity for
adding up descriptive information to the template; thus, domain engi-
neers can clearly understand what kind of information is expected
by the template field.

Q2: What was the effort expended to perform the identification
and specification of features? — Regarding the activity of identifying
features, the participants P1 and P2 reported that a medium and low
effort was required, respectively. However, P1 reported a certain
difficulty in associating features to requirements. Regarding the
creation of rules for the activation and deactivation of features, both
participants reported a medium effort. In addition, P2 has suggested
representing in the rules the quantification instead of the qualification.
This suggestion would require a low adaption effort in the template.

Qs3: What was the effort expended to specify the contexts using
the template provided by the method? — In general, the participants
have reported a medium effort to specify the contexts. During the
observation activity, P1 said it was difficult to associate the template
information with the context modeling. Thus, we have found an
interesting opportunity to design mechanisms (e.g., a notation or a
documentation template) that could guide domain engineers during
this task. Conversely, P2 reported that the use of the template was
helpful during the modeling of context and their adaptation rules.

Q4: What was the effort expended to modeling use cases using
the Provop approach proposed by the method? — In general, both
participants reported a medium effort to model use cases using the
Provop approach. The participant P1 mentioned that the method
might be used to explore and communicate the likely actions of
users when interacting with the system. Besides, the participant
P1 mentioned that the used approach to modeling the context
adaptation might support in identifying alternative behaviors. We
observed that the participant P2 was able to model the static process
without difficulty. However, P2 has struggled a little while modeling
the context adaptation of use cases. In future work, we could elaborate
mechanisms for alleviating such struggle.

Qs: What was the effort expended to build the traceability matrix
of the features and the feature model? — Regarding the traceability
matrix, both participants reported a low effort to construct the
traceability matrix. For instance, the participant P2 reported that
it was possible to visualize possible differences in feature model
configuration. The participant P1 also reported that the templates
provided by the method facilitated the construction of the trace-
ability matrix. Regarding the construction of the feature model, the
participants have used the DyMMer-NFP tool [37] to support the
construction of feature models. Both traceability matrix and con-
text adaptation scenarios served as sufficient guidance to building
the feature model. None of the participants found hard to build
the feature model, which is a quite positive result to the overall
selection of supporting techniques and templates for this task.

In summary, both participants (P1 and P2) agreed that REM4DSPL
assisted in the elicitation, modeling, and management of variability
requirements in DSPL. Participants have emphasized the useful-
ness of the recommended and the tooling support, especially for
feature modeling (which is a key activity). In addition, the facility
to perform the elicitation and management of variability has been
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reported as an advantage of the method. Nevertheless, the time
spent by the two DSPL experts to fill up the templates, summed
up with the complexity of using Provop for modeling the use case
processes, has been mentioned as a drawback. We expect to address
these limitations in future work and re-evaluate our method.

6 THREATS TO VALIDITY

We discuss below some threats to the study validity [43].

Construct Validity. We carefully designed the protocol em-
ployed for building the REM4DSPL method. For instance, we defined
the method’s phases and activities based on empirically-derived
data. Especially, we relied on the outcomes of a literature review [13]
in order to mitigate problems with a low literature coverage. Thus,
we expect our method to encompass the key activities of DSPL
domain engineering. We also relied on the literature for identi-
fying techniques and templates to support certain activities (see
Section 3). Whenever adaptations to the DSPL domain were nec-
essary, the paper authors have discussed strategies to refine the
existing techniques and templates. By doing that, we expected to
reuse as much literature contributions as possible. With respect to
the preliminary method evaluation, we designed and refined the
artifacts (especially the forms) prior to the evaluation execution.
We validated the forms in pairs after a few discussion rounds, so
that we could properly collect data for analysis.

Internal Validity. While building and documenting REM4DSPL,
we counted on the participation of at least two of the paper authors.
The BPMN diagrams and the descriptions of phases and activities
were carefully defined and discussed. Thus, we expected to avoid
missing and conflicting information. Regarding the preliminary
evaluation, we have followed strict procedures to run the obser-
vational study with DSPL experts. We collected the participants’
background prior to the evaluation execution. We trained the par-
ticipants with respect to the method and the evaluation procedures.
We answered participants’ questions carefully to avoid biasing the
evaluation results and misunderstandings.

Conclusion Validity. We knew that it would be quite hard to
evaluate the whole method through an observational study that
lasted only a few hours. Thus, we carefully performed the qualita-
tive data analysis in order to draw conclusions about the particular
activities covered by the evaluation design. We carefully tabulated
and validated the participants’ data performing the analysis. Thus,
we expected to avoid missing and incorrect data.

External Validity. We are aware of the generality of our study
results with respect to the DSPL domain engineering community.
In fact, our preliminary evaluation counted on only two DSPL ex-
perts. We tried to minimize threats to validity by recruiting experts
with varied background: while one participant has considerable
expertise with (D)SPL modeling, the other participant holds a more
modest background. Despite the limitations, we were able to cap-
ture some advantages, drawbacks, and improvement opportunities
for REM4DSPL. Still, we will plan to perform additional evaluations
of the method in the near future.

7 FINAL REMARKS

This paper introduces the Requirements Engineering Method for
Dynamic Software Product Line (REM4DSPL). Our method provides
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guidance to domain engineers while elicitation, modeling, and man-
aging variabilities in DSPL. REM4DSPL was empirically-derived
and relies on techniques and templates either reused or adapted
from the literature. Aimed at performing a preliminary evaluation
of the method, we counted on the feedback of two DSPL experts.
From an expert perspective, our method was quite useful to reveal
critical aspects of DSPL (features, interrelations, and adaptation
scenarios). The participants provided us with insights for future
refinements that can drive a future method re-evaluation. As future
work, we plan to improve our method based on the experts’ feed-
back. Especially, we aim to propose mechanisms that alleviate some
DSPL domain engineering activities that are still hard to perform.
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